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• Set in a business context (divergence between
priorities in practice and science [43])

• Goal is to build synergy between practice and 
science (win-win-win)

• Achieved by a coherent portfolio of 
publications (Individual Research Plan -> 
Implementation -> Publications)

Implementation PhD

• MSc Teleinformatics, PWR (2010)

• MBA, PMP, CBAP, L6S BB etc.

• Since 2011 working in NOKIA

Project Office, MN RAN RL1

Nokia’s focus is mainly 5G

5G is grand scale and complexity [41]

Students profile

Individual

Research Plan
Implementation

Publications

• PhD start: October 2021

• Faculty: Information and Communication 
Technology (W04)

• Department: Applied Informatics (K45)

• Supervisor:

Lech Madeyski, PhD, DSc

• Auxiliary supervisor: 

Markku Räsänen, NOKIA

• PhD submission: September 2025
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Research field – Machine Learning Software Defect Prediction

Software Defect Prediction (SDP) is one of the supporting activities of the quality assurance (QA) 
process [14, 15]. The goal is to predict the SW modules that are defect prone and require extensive 
testing based on various data inputs. Main difficulties:
• low industry uptake [2, 3, 26],
• many open issues in Software Defect Prediction [27, 42],
• robustness, interpretability, costing, scaling, false positives, and more...

Machine Learning (ML) is a branch of artificial intelligence (AI) and computer science which 
employs algorithms (learners) to imitate the way that humans learn from data, gradually 
improving predictive performance [38]. Characteristics:
• ability to analyze huge amounts of data,
• enables domain expertise and knowledge discovery,
• vastly popular in research with many solutions and frameworks available,
• industry acceptance is increasing [38],
• hindered by “No free lunch” theorems [39].

Our approach: high-level test data, not directly code-dependent, novel perspective, 
lightweight, validated in the real-world and industry-oriented, adhering to the state-of-
the-art. 
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NOKIA 5G Software Development Life Cycle:

• environment: Continuous Development, Integration, and Testing (CDIT),
• goal: add ML SDP to black-box system-level testing,
• outcome: improve quality and decrease costs with ML SDP.

Common Software Build (Trunk)
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Can an ML-based solution complement the system-level testing of the Nokia 5G product to streamline 
software defect finding?

Can XAI be used to meaningfully interpret ML SDP models for Nokia 5G system-level testing?

Can ML SDP be cost-effective when used as an additional quality assurance process within Nokia 5G 
system-level testing? 

Research approach

Thesis:

ML SDP can be adapted to complement the existing quality assurance processes in system-level testing in Nokia 
5G to improve quality and decrease costs, with modeling predictions that enable human understanding.

➢ Streamlining software defect finding and improving current processes by increasing quality and minimizing 
the cost.

➢ Being understandable to humans or provide opportunities to explain proposed decisions using the 
eXplainable Artificial Intelligence approach.

Adapt an ML SDP solution to complement the existing quality assurance processes in system-level 
testing in Nokia 5G to improve quality and decrease costs, with modeling predictions that enable 
human understanding.

Quantitative and qualitative analysis of the implemented ML SDP solution in terms of:
• predictive performance (Mathews Correlation Coefficient and Precision), 
• interpretability (new domain knowledge discovery reflected by the number of designed 

improvement actions based on the Feature Importance analysis), 
• profitability (Return On Investment and Benefit-Cost Ratio). 
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ART8: 
Experience 

Report

Start

10.2021

END

09.2025

ART1: Survey and 
Challenges 

ART3: Systematic 
Literature 

Review

ART4: Industry 
Challenge

ART5: Case Study

ART7: 
Interpretability

ART2: Systematic 
Mapping Study

• Nine separate but coherent publications [ART1-9].

• Many characteristics and practices of action [23] and case study research [24].

• Timeline and chronology followed a natural flow of events.

• Rigorous peer review according to the respective publishers’ requirements for top scientific journals and 
conferences in the field of software engineering. 

• Each article offers a unique set of contributions to science and practice, as well as follows the reproductible 
research principles [25].

ART9: False 
Positives

Research plan

ART7: 
Cost Analysis
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• Description of MoW of Nokia 5G and definition of the 
main challenges in system-level testing.

• 17 predetermined challenges under evaluation criteria

importance / urgency / difficulty.

• 1 open question (what is missing?).

• 2 demographic questions: role & experience.

• Guidelines for empirical study of software 
engineering challenges set in a real business 
context [28-30].

• Goal Question Metric approach [22].

• MS Forms tool using five-point Likert scale + “IDK”.

• Pre-survey results analysis.

• Post-survey results analysis.

Journal: Information and Software Technology (Elsevier, IF 3.9, 140 pts)

Submission: February 2022, major revision: May 2022, acceptance: September 2022

DOI: 10.1016/j.infsof.2022.107128

Supplementary material: https://doi.org/10.5281/zenodo.6945430

Contributions Methodology

• 312 responses out of 2935 invited (10.63%) with 
respondents from 8 countries.

• 127 open answers.

• Challenges that are most significant in terms of:

importance / urgency / difficulty.

• Analysis of the implications for industry.

• Analysis of the implications for science.

• Demographics overview.

• Generalizability discussion.

Results Discussion

ART 1 - Exploring the Challenges in Software Testing of the 5G System at Nokia: A Survey

• Spider chart 
visualizing 
perceived  
importance 
and urgency 
(industry), or 
difficulty 
(academia).

https://www.google.com/url?sa=t&source=web&rct=j&opi=89978449&url=https://forms.office.com/&ved=2ahUKEwj2otz5iMuPAxUogv0HHTRJLVsQFnoECAsQAQ&usg=AOvVaw0gcwZzm7H3R6-eh0K_JKNj
https://doi.org/10.1016/j.infsof.2022.107067
https://doi.org/10.5281/zenodo.6945430
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• ML SDP in a big-picture overview.

• Keyword analysis on Scopus database.

• 1222 papers found -> 742 papers analyzed.

• PRISMA 2000 standard for secondary studies [31].

• VOSviewer tool for visualization.

Journal: Information and Software Technology (Elsevier, IF 3.9, 140 pts)

Submission: May 2022, major revision: June 2022, acceptance: November 2022

DOI: 10.1016/j.infsof.2022.107128

Supplementary material: https://doi.org/10.5281/zenodo.7375768

Contributions Methodology

We build several maps of keywords for analysis, researcher 
cooperation, trends in time analysis.

• Number of publications is increasing YoY.

• Number of keywords is increasing YoY.

• Learners: Decision Trees prevail in published research.

• Datasets: NASA, PROMISE, open-source vs. industry.

• Only 32 publications in vivo (!)

• Emerging trends: just-in-time, cross-project, deep learning, XAI.

o Pre-2000 → Foundations.

o 2000–2010 → First ML defect prediction & empirical methods

o 2010–2015 → Methodological maturity & DL emergence

o 2016–2020 → Optimization, XAI, JIT & industry readiness

o 2021–2025 → Industrial deployments & building trust

Results

Implications

• Industry papers are scarce despite growing interest 
in ML SDP and require much more effort before 
full-scale industry deplyment.

ART 2 - Machine Learning in Software Defect Prediction: A Business-Driven Systematic Mapping Study

https://www.vosviewer.com/
https://doi.org/10.1016/j.infsof.2022.107128
https://doi.org/10.5281/zenodo.7375768
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• Follow-up to the Systematic Mapping Study [ART2].

• 6 online databases in scope.

• 397 papers identified -> 32 papers analyzed.

• A list of selected papers focused on the industry 

application of ML SDP.

• A synthesis of the current state-of-the-art, describing 

the details of successful industry applications.

• SEGRESS standard for secondary studies [32].

• Quasi-Gold Standard (QGS).

• Sensitivity = 68%, Precision = 4%.

• Quality of evidence evaluation for:

methods, metrics, frameworks, data sets, 

cost considerations, and lessons learned.

Journal: Information and Software Technology (Elsevier, IF 3.9, 140 pts)

Submission: June 2022, major revision: January 2023, acceptance: March 2023

DOI: 10.1016/j.infsof.2023.107192

Supplementary material: https://doi.org/10.5281/zenodo.7476403

Contributions Methodology

• Number of real-world publications is low.

• “No free lunch” theorem strongly visible.

• Only 2 papers on cost considerations and a 

handful of experience reports.

• Further effort on bridging the gap is needed 

(critical in lessons learned and cost-benefit 

analyses).

Results Discussion

ART 3 - Industrial Applications of Machine Learning Software Defect Prediction: Literature Review

Contributions

https://doi.org/10.1016/j.infsof.2023.107192
https://doi.org/10.5281/zenodo.7476403
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• NOKIA CDIT context description.

• Challenge of scaling ML SDP to 

multi-level process.

• Definition of ML SDP as 

Multidimensional Knapsack 

Problem (MKP) [44].

Industry challenge: As software products become larger and 
more complex, the test infrastructure costs needed for quality 
assurance grow similarly. However, most ML SDP solutions 
address only singular test phases rather than the overall agile 
Software Development Life Cycle (SDLC) [1, 40].

Conference: 45th International Conference on Software Engineering (IEEE/ACM, CORE A*, 200 pts)

Submission: February 2023, acceptance: April 2023, presentation: May 2023

Location: Melbourne, Australia

DOI: 10.1109/ICSE-Companion58688.2023.00104

Contributions Problem definition

• Preconditions for the solution.

• Benefits and challenges.

• Potential user stories.

• Next steps: How to create data sets that allow further research?

Solution proposal

Discussion

Hypothesis:
Can ML-based SDP successfully complement test case assignment to different 

test phases and provide sufficient explanation on made decisions?

ART 4 - Can we Knapsack Software Defect Prediction? Nokia 5G Case

https://doi.org/10.1109/ICSE-Companion58688.2023.00104
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• We proposed and developed a Lightweight Alternative to SDP 
(LA2SDP) that predicts test failures induced by software defects 
to allow pinpointing defective software modules.

• Evaluation of the proposal in a real-world Nokia 5G scenario.

• Four different iterations of research with growing/better content, 
and research effort lasting over two years.

• R → MLR3 framework [18] + DALEX for interpretability [19].

• Five supervised machine learning algorithms with their tuned 
versions.

• The Matthews Correlation Coefficient (MCC) for performance 
evaluation [35], with precision as secondary metric.

• Expanding and sliding window time-based approach.

Journal: Journal of Systems and Software (Elsevier, IF 3.3, 100 pts)

Submission: April 2024, major revision: December 2024, acceptance: February 2025

DOI: https://doi.org/10.1016/j.jss.2025.112360

Supplementary material: https://doi.org/10.6084/m9.figshare.28263290

Contributions Methodology

• LA2DP is feasible in vivo using limited data readily 
available within the Nokia 5G system-level test process 
CDIT.

• Widely available learners and existing metrics offer 
satisfactory results with imposed expectations 
(lightweight (to build initial inroads), using existing data, 
enabling interpretability).

• The most important features are related to the week of 
execution, test instance, and responsible organization.

• Data sets, code, and results published for reproducible 
research.

Results Discussion

ART 5 - Predicting Test Failures Induced by Software Defects: A Lightweight Alternative to ML SDP (1)

The main implications for our case study:

• CatBoost with consistently high MCC and precision across 
multiple tasks.

Honorable mentions:

• Random Forest with exceptional precision and with acceptable 
MCC, but quite unstable,

• Tuned Naïve Bayes with highest MCC performance on the last 
task, but low precision.

In conclusion, even relatively simple learners and existing data
base offer satisfactory results (MCC>0.3).

https://doi.org/10.1016/j.jss.2025.112360
https://doi.org/10.6084/m9.figshare.28263290
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ART 5 - Predicting Test Failures Induced by Software Defects: A Lightweight Alternative to ML SDP (2)

Five classic learners and tuned versions (using Hyperband with 10-fold CV and MCC 
optimization, under a time-bounded tuning budget):
• Classification Tree (ct), with tuned complexity parameter for a CART classifier.
• Light Gradient-Boosting Machine (lgbm), with tuned key hyperparameters of a 

LightGBM dart classifier (iterations, learning rate, min data in leaf, num leaves).
• CatBoost Gradient Boosting (cb), with tuned number of iterations and tree depth.
• Random Forest (rf), with tuned number of trees.
• Naïve Bayes (nb), tuned with sample imputation and mode imputation for 

missing data and Laplace smoothing using random search.

Supplement material on Figshare: 
• R/LA2SDP.R - code in R using mlr3 R package,
• sessionInfo.txt - version information about R, used packages, and OS,
• renv.lock - the lockfile that records enough metadata about every package so that 

the computational environment can be re-installed on a new machine.

General approach Results overview

Final version of the piloted solution:
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ART 5 - Predicting Test Failures Induced by Software Defects: A Lightweight Alternative to ML SDP (3)

General results Graphical representation of Feature Importance

We illustrate the use of the 
permutation-based variable-
importance evaluation by applying 
it to the CatBoost Gradient 
Boosting and the Random Forest 
models on the data set that is 
composed of the longest window 
— Task1_6.

The most important features are 
related to the: WEEK, 
TEST.INSTANCE.ID, and 
ORGANISATION for both best 
models.

Furthermore, the discoveries 
brought new domain knowledge 
and process improvement 
opportunities to the organization 
described in a dedicated paper 
[ART6]. 
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• Based on the results of our underlying study [ART5].

• Expectations:

o post-hoc and model agnostic, not impacting performance,
o facilitating knowledge discovery and domain expertise,
o actionable results,
o supporting the stakeholder management process,
o having positive business impact.

• Focus Groups on practitioners' expectations.

• New technology readiness can be viewed as a summarized 
impact of four personality dimensions: optimism, 
innovativeness, discomfort, and insecurity [37].

• Each group has different expectations and needs.

• Stakeholder management enables establishing and maintaining 
effective working relationships (BAbok [13], PMbok [14]).

Journal: IEEE Software (IEEE, IF 3.3, 100 pts)

Submission: May 2024, major revision: August 2024, accepted: November 2024 

DOI: 10.1109/MS.2024.3505544

Contributions Practitioners Perspectives

• Not-yet-explored stance on the subject of 
interpretability and expand the understanding of the 
field from a real-world perspective.

• XAI used to interpret and explain ML SDP models for 
Nokia 5G system-level testing, and the results obtained 
are actionable, help achieve a positive business impact 
and support the stakeholder management process.

Stakeholder Management Discussion

• Five groups of 
stakeholders for 
ML SDP XAI in 
Nokia and 
provided an 
excerpt from our 
management 
strategy matrix.

ART 6 - Interpretability/Explainability applied to Software Defect Prediction: Industrial Perspective

https://doi.org/10.1109/MS.2024.3505544
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• Case Study on evaluating monetary costs and benefits of ML 
SDP in vivo (value-based software engineering [20]).

• Real scenario calculations, based on assumptions and 
estimates provided by Nokia practitioners (lightweight and 
heavyweight approach).

• Framework for reproduction and building custom scenarios.

• Return on investment (ROI) and Benefit-cost ratio 
(BCR) for lightweight and advanced use cases.

• Profitability calculations conducted based on the 
general cost model [33].

• Discussion and recommendations on good 
practices to evaluate the cost-effectiveness of ML 
SDP in vivo.

Conference: 32nd ACM Symposium on the Foundations of Software Engineering (ACM, CORE A*, 200 pts)

Submission: February 2024, major revision: April 2024, presentation: July 2024 

Location: Porto de Galinhas, Brazil

DOI: 10.1145/3663529.3663831 

Contributions Methodology

• The calculated ROI was between ,0.53 and 3.73 
for the lightweight and between -0.71 and 3.51 
for the advanced approach.

• Consequently, lightweight software defect 
prediction is commercially feasible (positive 
business-case) and can offer a higher return on 
investment than heavier but more prediction-
effective solutions.

Results Discussion

• The project life-span, 
number of releases, 
and number of post-
analyses, and cost of 
escaped defect 
affected ROI and BCR 
more significantly 
than the predictive 
performance of ML.

ART 7 - Costs and Benefits of Machine Learning Software Defect Prediction: Industrial Case Study

https://doi.org/10.1145/3663529.3663831
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• Experience paper → based on most important 
observations and lessons learned gathered during 
a large-scale research effort and introduction of 
ML SDP to the system-level testing in Nokia 5G.

• Thirteen considerations for bridging the gap 
between industry and academia.

• Guided by the global standard of the business analysis 
body of knowledge (BABOK Guide [13]).

• Feedback from a selected group of Nokia experts and 
reflect the discussions observed during the planning, 
execution, and conclusion of the project.

• Control-impact matrix for prioritization.

Conference: 38th International Conference on Automated Software Engineering (IEEE/ACM, CORE A*, 200 pts)

Submission: May 2023, acceptance: August 2023, presentation: September 2023

Location: Kirchberg, Luxembourg

DOI: 10.1109/ASE56229.2023.00026

Contributions Methodology

• Analysis provides which considerations influence the 
chances of final success at the lowest amount of time and 
effort spent.

• High Impact & High Control: 

1) Collect correct requirements and goals,

2) Build upon solid theoretical and practical foundations, 

6) Choose appropriate data set.

• Note: results are context-specific while the considerations 
are generic.

Considerations Discussion

ART 8 - Bridging the Gap between Academia and Industry in Machine Learning Defect Prediction

https://doi.org/10.1109/ASE56229.2023.00026
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• Exploration of the challenges of integrating ML SDP into a 
larger Quality Assurance process, explicitly from the 
practitioner’s perspective.

• Analysis of false positives’ impact and related challenges, as 
well as the existing mitigation possibilities.

• A real-life motivating example and generalizability discussion.

1. The iterative nature of QA necessitates the expansion 
of the entire ML SDP workflow.

2. Confidence of the particular prediction/classification
result with a probability ranking is a viable tool to help 
reduce false positives, complementary to increasing the 
predictive performance of the created solutions.

Journal: Science of Computer Programming (Elsevier, IF 1.5, 40 pts)

Submission: January 2025, major revision: March 2025, accepted: May 2025

DOI: 10.1016/j.scico.2025.103320

Contributions Discussion

1. Holistic ML SDP workflow 2. Confidence ranking

ART 9 - "Your AI is impressive, but my code does not have any bugs" Managing false positives

The designed confidence ranking can lower the number of 
executed post-analyses based on given risk tolerance.

https://doi.org/10.1016/j.scico.2025.103320
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THESIS:
ML SDP can be adapted to complement the existing quality assurance processes in system-level testing in Nokia 5G to improve
quality and decrease costs, with modeling predictions that enable human understanding.

SUMMARY:
We have designed, implemented, and validated a lightweight approach to software defect prediction 
(LA2SDP) to build ML SDP models for Nokia 5G system-level testing. Specifically, our results demonstrate that 
the solution complements the existing quality assurance processes in a way that can decrease costs and 
increase product quality. The evidence resulting from the implemented ML SDP adaptation in terms of 
predictive performance, as well as interpretability and profitability, has led to a recommendation to the 
company to commercialize a similar solution in the future.

MRQ1:
Can an ML-based solution complement the 
system-level testing of the Nokia 5G product 
to streamline software defect finding?

MRQ2:
Can XAI be used to meaningfully interpret ML 
SDP models for Nokia 5G system-level testing?

MRQ3:
Can ML SDP be cost-effective when used as 
an additional quality assurance process 
within Nokia 5G system-level testing?

Answer:
Machine learning software defect prediction 
can be successfully applied to the system-
level testing of Nokia 5G, as our LA2SDP 
solution achieved the target performance of 
MCC>0.3. Furthermore, we have 
implemented time-based splits with 
expanding and sliding window approaches to 
enable analyzing sustainability over time.

Answer:
We successfully used XAI to interpret and 
explain ML SDP models for Nokia 5G system-
level testing, and the obtained results are 
actionable as well as help achieve a positive 
business impact. Furthermore, the discoveries 
brought new domain knowledge and process 
improvement opportunities, as well as 
supported stakeholder management efforts.

Answer:
ML SDP can be cost-effective in 
complementing Nokia's existing 5G system-
level test process. The calculated ROI values 
were between 0.53 and 3.73 for the 
lightweight and -0.71 and 3.51 for the 
advanced approach.

Summary
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1 2 3 4
A design of an original 
solution to a scientific 
problem and application of 
the results of the conducted 
research in the industrial 
context of Nokia 5G system-
level testing.

A novel approach to 
machine learning software 
defect prediction (LA2SDP) 
by adaptation based on data 
from a test repository (test 
failures induced by 
confirmed software defects) 
as an alternative or addition 
to more established 
approaches based on 
software or change metrics.

Insight into an industry 
perspective on adopting a 
new technology and bridging 
the gap between industry 
and academia, with the 
commercial value has been 
confirmed as the approval for 
a large-scale implementation 
in Nokia is progressing.

Thesis confirmation and 
answers to three main 
research questions (MRQs) 
validating the solution in 
vivo, as well as several 
supporting research 
questions (RQs) expanding 
the studied subject. 
Furthermore, nine papers 
describing our efforts were 
published in top Software 
Engineering journals and 
conferences.

The presented work has provided the following contributions:

Summary
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Generalizability

Software engineering is a field where many problems arise and are solved in context and only after researchers identify commonalities 
and differences, adapt solutions to different situations, and generalize over time by building a body of knowledge from gained 
experience [36]. 

Moreover, throughout the project, we used a systematic and sequenced approach to maximize the applicability of our findings to 
other commercial large-scale software projects.

Preconditions for ML2SDP solution implementation:

• Availability of historical test data in sufficient quantity and quality to enable meaningful predictions.    
• Tracking of failed test results to reasons including confirmed defect reports, which in turn are tracked to software modules.
• Possibility to analyze, interpret, and act upon the predictions to execute additional intervention and post-analysis.    
• Technological and organizational readiness to implement AI-based solutions on a wide scale (for industrial contexts).

Additionally:

• We applied formal methods to support external validity, which concerns the extent to which it is possible to generalize our 
research findings to other contexts.

• A detailed discussion of the threats to validity is provided for each research article [ART1-9].

Finally, we used industry-accepted standards for enabling wider commercial adoption: 

• Project Management – PMBOK [13],
• Software Testing – ISTQB [14, 15], 
• Business Analysis – BABOK [49],
• Process Improvement – Lean6Sigma [50]. 
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Next Steps

Further enhancement driving predictive performance further:
• new ensembles and trending algorithms,
• better sampling techniques, further hyperparameter optimization, and feature selection/extraction.

Longitudinal predictive performance study on how the model’s behavior changes when learning on iterative new data in a recurring 
cadence (in our case, a two-week feature build cycle.

There is also significant business potential to explore the non-final state of test results and transform our approach into a multi-class
classification problem.

As the company continues to grow and improve the introduced process, further insights into the operational characteristics of the 
newly introduced processes will lead to new findings, challenges, and conclusions.

Finally, each of the studies included in the dissertation provides its own suggestions on specific future research directions
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What is 5G?

5G Purpose:

• 5G is the first mobile technology designed for machines as well as people and to enable very 
high transmission speed, low latency, and reduced error rate. 

• The gNodeB (gNB), which is the main focus of our study, is the ‘‘Next Generation Node B’’ 5G 
base transceiver station, compliant with strict 3GPP standards [12].

5G Characteristics:

• The gNodeB (gNB) connects the 5G User Equipment (UE) with 5G core using 5G air interface. 
The air interface, defined by the 3GPP specification, is divided into two frequency bands, FR1 
(below 6 GHz) and FR2 (24–54 GHz), each having different propagation characteristics, 
requiring specific approaches to develop and test [17]. 

• Importantly, advanced techniques such as massive MIMO (Multiple Input Multiple Output, 
using multiple antennas in the transmitter and receiver) and beamforming (sending signals a 
particular angles to utilize constructive and destructive interference) are used to achieve 
performance requirements [17], but also add increased complexity to the testing process.

5G Challenges:

• Need for extensive testing in Over-the-air (OTA) conditions [18, 41], as well as conducted 
mode, due to the characteristics of employed frequency ranges.

• Each cellular phone company brings its own specific needs and requirements, translating to 
hundreds of features and thousands of software and hardware configurations.

• The 5G system is comprised of a multitude of features, and each new software release 
introduces new ones incrementally. Due to the complexity and size of the system, it is 
extremely hard to predict all interactions on the specification level.

5G is the fifth generation of cellular networks. With a transfer 
speed 100-times faster than 4G, 5G creates never-seen-
before possibilities for businesses and people.
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5G test process

Nokia 5G test process visualization [1,4]:

1. low-level code tests run on simulators,

2. real RF HW tested in Nokia Laboratory 
in Wrocław,

3. “stargate portal” [13],

4. anechoic “walls” in Oulu [13].

Each stage is more expensive to run as it 
executes more code, benchmarks over more 
extended periods of time, increases the 
number of repetitions, or replaces 
simulators with actual hardware to be more 
equivalent to the real-life environment.

Any improvement to the process, can have 
a significant upside potential.
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Real-world data set:

• collection of historical test process metrics from the main test case repository for the Nokia 5G quality assurance process,

• almost 800,000 unique results for more than 100,000 test cases,

• a period of five and a half months from the beginning of January 2021 until the middle of June 2021, 

• executed into two-week feature builds (allowing expanding / sliding window prediction approaches),

• available in ART5 Supplementary Material https://doi.org/10.6084/m9.figshare.28263290.

CDIT real-world data set

https://doi.org/10.6084/m9.figshare.28263290
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Exploring the challenges in software testing of the 5G system at Nokia: A Survey - results

The questionnaire was completed by 312 out 
of 2935 (10.63%) possible respondents.

The challenges are seen as the most 
important and urgent: 

• customer scenario testing, 

• performance testing, and 

• competence ramp-up. 

Challenges seen as the most difficult to solve:

• low occurrence failures, 

• hidden feature dependencies, and 

• hardware configuration-specific 
problems. 

Other challenges in system level testing: 

• deficient test infrastructure, 

• time pressure, and

• missing specification. 

Also, respondents see SDP as under-utilized 
within the company.
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Implementation Timeline

TRL

Mapping 
Study

Implementation TaskArticle Published Major Milestones Implementation PhD

•Pre 

PhD

Oct 21 – Semester 1 & 2 Oct 22 – Semester 3 & 4 Oct 23 – Semester 5 & 6 Oct 24 – Semester 7 & 8 Post PhD
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State-of-
the-art
analysis

RA

2

ART 7

GO

Finish

ART 1

Cost

ART 4

Ongoing activities:
Quarterly reporting in Doctoral School / regular and need-basis meetings with the Promotor / bi-weekly meetings 
with the Auxiliary Tutor / AI steering team meetings 

Implementation PhD period

Risk Analysis

Survey

Industrial 
Challenge

Proof of 
concept start

Business case 
evaluation

PhD 
submission

Final 
Implementation

XAI

ART 2

ART 3

Literature 
Review
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Costs &
Benefits

ART 9

Experience 
Report

ART 5

First 
Implementation

Start

Thesis 
proposal and 
application

Midterm

Midterm 
evaluation 
and report

Onwards

Full commercialization of the 
solution enabling lower cost and 
higher quality for 5G is now pending 
final implementation as part of the 
standard CDIT Mode of Operations. 

Current 
state
analysis

1

Technology 
Readiness 
Analysis

IRP

Individual 
Research 
Plan

IP

Data

Dataset 
gathering

4

Implementation Plan 
finalized (IP)

L

Lightweight 
solution start

Implementation 
Plan approval

3

Future
Improvements

ART 10

Managing False 
Positives

In February 2025, the internal research 
documentation was finalized and the
knowledge and results obtained during 
our studies were handed over to the
representatives of the Radio Frequency 
Development Unit, Mobile Networks.


