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ABSTRACT
We addressed the issues related to repeated measures experimental
design such as an AB/BA crossover design (where each participant
uses each method) that have been neither discussed nor addressed
in the software engineering literature.

Firstly, there are potentially two different standardized mean dif-
ference effect sizes that can be calculated, depending on whether
the mean difference is standardized by the pooled within groups
variance or the within-participants variance. Hence, we provided
equations for non-standardized and standardized effect sizes and
explained the need for two different types of standardized effect size,
one for the repeated measures and one that would be equivalent to
an independent groups design.

Secondly, as for any estimated parameters and also for the pur-
poses of undertaking meta-analysis, it is necessary to calculate the
variance of the standardized mean difference effect sizes (which is
not the same as the variance of the study). Hence, we provided for-
mulas for the small sample size effect size variance and the medium
sample size approximation to the effect size variance, for both types
of standardized effect size.

We also presented the model underlying the AB/BA crossover
design and provided two examples (an empirical analysis of the real
data set by Scanniello, as well as simulated data) to demonstrate how
to construct the two standardized mean difference effect sizes and
their variances, both from standard descriptive statistics and from
the outputs provided by the linear mixed model package lme4 in R.

A take-homemessage coming from the provided equations and
empirical analysis of the two examples is that crossover designs
should be considered (instead of between groups design) only if:

• previous research has suggested that ρ is greater than zero
and preferably greater than 0.25;

• there is either strong theoretical argument, or empirical evi-
dence fromawell-poweredstudy, that theperiodby technique
interaction is negligible.

Summarizing, the journal first paper [3]:
(1) Presents the formulasneededtocalculatebothnon-standardized

mean difference effect sizes and standardizedmean difference
effect sizes for AB/BA crossover designs (see Section 4 and
5 of the journal first paper [3]).

(2) Presents the formulas needed to estimate the variances of the
non-standardized and standardized effect sizes which in the
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later casesneed tobeappropriate for the small tomediumsam-
ple sizes commonly used in software engineering crossover
designs (see Section 5 of the paper [3]).

(3) Explains how to calculate the effect sizes and their variances
both from the descriptive statistics that should be reported
from crossover experiments and from the raw data (see Sec-
tion 6 of the paper [3]).

It is worth mentioning that we based our formulas on our own
corrections to the formulas presented earlier by Curtin et al. [1]. Our
corrections for the variances of standardized weighted mean differ-
ence of an AB/BA cross-over trial were accepted by the author of the
original formulas (Curtin), submitted jointly as a letter to Editor of
Statistics inMedicine to assure the widespread (also beyond the soft-
ware engineering domain) adoption of the corrected formulas, and
accepted [2].Weproposedanalternative formulationof the standard-
ized effect size for individual difference effects that is comparable
with the standardized effect size commonly used for pretest/posttest
studies. We also corrected the small sample size and moderate sam-
ple size variances reported by Curtin et al. for both the individual
difference effect size and the standardized effect size comparable to
independent groups trials, showing the derivation of the formulas
from the variance of a t-variable. Using these results, researchers can
now correctly calculate standardized effect size variances, allowing
the calculation of confidence intervals for AB/BA cross-over trials,
which in turn provides a direct link to null hypothesis testing and
supports meta-analysis. Meta-analysts can now validly aggregate to-
gether results from independent groups, pretest/posttest and AB/BA
cross-over trials. Last but not least, the presented contributions allow
corrections of previously reported results.
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