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Abstract. Mutation testing, which includes first order mutation (FOM) testing 
and higher order mutation (HOM) testing, appeared as a powerful and effective 
technique to evaluate the quality of test suites. The live mutants, which cannot 
be killed by the given test suite, make up a significant part of generated mutants 
and may drive the development of new test cases. Generating live higher order 
mutants (HOMs) able to drive development of new test cases is considered in 
this paper. We apply multi-objective optimization algorithms based on our pro-
posed objectives and fitness functions to generate higher order mutants using 
three strategies: HOMT1 (HOMs generated from all first order mutants), 
HOMT2 (HOMs generated from killed first order mutants) and HOMT3 
(HOMs generated from not-easy-to-kill first order mutants). We then use muta-
tion score indicator to evaluate, which of the three approaches is better suited to 
drive development of new test cases and, as a result, to improve the software 
quality. 

Keywords. Mutation testing; Higher Order Mutation testing; Live mutants; 
Equivalent mutants; Multi-objective optimization algorithm. 

1 Introduction 

In 1970s, a fault-based technique was introduced by DeMillo et al. [1] and Hamlet [2] 
as a way to measure the effectiveness of test suites, called mutation testing (first order 
mutation testing). Mutants are the different versions of an original program generated 
by inserting, via a mutation operator, only one semantic change (or fault) into the 
original program. Mutation operators depend on programming languages, but there 
are some traditionally used mutation operators, e.g., deletion of a statement, replace-
ment of Boolean expressions, replacement of arithmetic, replacement of a variable. 
Given set of test cases (TCs) is executed on the original program and all its mutants. 
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If output result of mutant is different than the output result of original program, with 
any test case (TC), we say that the mutant is killed. In other words, the test case kills 
mutant. If a mutant was killed by all of given TCs, it is named “Easy to kill”. 

 Conversely, if output results of mutant and original program are the same with all 
test cases, the mutant is called “live” or “not killed”. In this case, none of the test 
cases in the given set of test cases can kill the mutant. This could be for two reasons: 
(1) The given set of test cases is “not good enough” to detect the difference between 
the original program and its mutants; it drives developers to create new test cases able 
to kill live mutants. (2) The mutant is an equivalent mutant; it means that the mutant 
has the same semantic meaning as the original program and there is no test case able 
to kill the mutant. 

The equivalent mutant problem (EMP) is one of the crucial problems in mutation 
testing [4, 7, 12]. This is one of the reasons why mutation testing is not yet widely 
adopted in practice. A lot of approaches have been proposed for overcoming the EMP 
(and the mutation testing’s problems in general) including second order mutation 
testing [7, 8, 9, 10, 11] or higher order mutation testing [3, 4, 5, 6] in general. Higher 
order mutation testing is an idea presented by Jia and Harman [3] and in a manifesto 
by Harman et al. [4]. This promising idea offers solutions to overcome the limitations 
of traditional mutation testing. Mutants can be classified into two types: First Order 
Mutants (FOMs) and Higher Order Mutants (HOMs). The first are used in traditional 
mutation testing and generated by applying mutation operators only once in each 
mutant. The second are used in higher order mutation testing and constructed by in-
serting two or more changes per mutant. 

Mutation score (or mutation adequacy) was defined as the ratio of the number of 
killed mutants to the number of non-equivalent mutants [13]. The number or non-
equivalent mutants is a difference between total number of generated mutants and 
number of equivalent mutants.  

Mutation score indicator (MSI) is another quantitative measure of the quality of 
test cases. Different from MS, MSI was defined as the ratio of killed mutants to all 
generated mutants [7, 14, 15, 16, 17]. MSI lies between 0 and 1. If MSI is 0, all gen-
erated mutants are live mutants. If MSI is 1, all mutants are killed. Ignoring equiva-
lent mutants means that we accept the lower bound on mutation score. In addition, in 
fact many mutation operators can produce equivalent mutants of the same behaviour 
as the original program, while detection of equivalent mutants often involves addi-
tional human effort. 

Live mutant problem includes equivalent mutants and non-equivalent mutants, 
which could be killed by adding high quality TCs. So, existing live mutants can drive 
development of new high quality TCs. Development of new high quality TCs de-
creases the number of live mutants due to new TCs able to kill some non-equivalent 
live mutants. New high quality TCs have a positive impact on software quality. Our 
goal is to investigate which strategy to generate HOMs gives more opportunities to 
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drive development of high quality TCs. Three considered strategies are: 1) HOMT1 - 
HOMs generated from all first order mutants, 2) HOMT2 - HOMs generated from 
killed first order mutants and 3) HOMT3 - HOMs generated from not-easy-to-kill first 
order mutants. 

In this paper, we apply three multi-objective optimization algorithms – NSGAII, 
NSGAIII and eMOEA (Epsilon-MOEA) – to generate HOMs based on our objectives 
and fitness functions. We use mutation score indicator (MSI) as the indicator of use-
fulness of higher order mutation in driving development of TCs. Furthermore, HOMs 
simulate faults, which require more than one change to correct them. This kind of 
faults, represented by HOMs, is even more realistic than faults represented by FOMs. 
For example, Purushothaman and Perry [23] found that there is less than 4 percent 
probability that a one-line change will introduce a fault in the code. Hence, HOMs 
complement FOMs and enhance realism of mutation testing giving opportunity to 
simulate more realistic faults and create test cases able to spot these kind of faults. 
Also the number of equivalent mutants in each of the strategies (FOMT, HOMT1, 
HOMT2 and HOMT3) would be different. Hence, our dependent variable (MSI) is 
indeed an approximate measure of how useful each of the strategies can be in driving 
TCs development. 

The rest of the paper is organized as follows. Section 2 includes our objectives and 
fitness function, which are applied to multi-objective optimization algorithms. Section 
3 presents the experimental procedure, the proposed multi-objective optimization 
algorithms and real-world projects under test. Section 4 shows results of the empirical 
evaluation. Section 5 discusses threats to validity, while the last section presents con-
clusions and proposition of future works. 

2 Objectives and fitness functions 

Based on the idea “number of test cases (TCs) which can kill HOMs is as small as 
possible”, we have proposed objectives and fitness functions [29], which we will 
apply in the different multi-objective optimization algorithms to generate HOMs. 
Some notations are explained below (See Figure 1): 

H: a HOM, constructed from FOMs: F1 and F2 
T: The given set of test cases 
TF1⊂T: Set of test cases that kill FOM1  
TF2⊂T: Set of test cases that kill FOM2 
TH⊂T: Set of test cases that kill H 
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Fig. 1. The combination of sets of TCs 

A⊂TH: Set of test cases that can kill H and all its constituent FOMs. 
B⊂TH: Set of test cases that kill H but cannot kill any its constituent FOMs. 
C⊂TH: Set of test cases that kill H and can kill FOM1 or FOM2. 
The Figure 1 showed that the set of TCs that kills a HOM can be divided into 3 

subsets: 
- The first is the subset that can kill HOM and all its constituent FOMs (subset A) 
- The second is the subset that kills HOM and can kill FOM1 or FOM2 (subset C) 
- The third is the subset that only kills HOM and cannot kill any FOMs (subset B) 
From that, we have proposed objectives and their fitness functions [29] (see Equa-

tions below) to apply multi-objective optimization algorithms to construct HOMs as 
follows: 

Objective 1: Minimize the number of TCs that kill HOM and also kill all its con-
stituent FOMs (The fitness function is fitness(OB1) in Equation 1). 

Objective 2: Minimize the number of TCs that kill HOM but cannot kill any their 
constituent FOMs (The fitness function is fitness(OB2) in Equation 2). 

Objective 3: Minimize the number of TCs that kill HOM and can kill FOM1 or 
FOM2 (The fitness function is fitness(OB3) in Equation 3). 
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The values of fitness(OB1), fitness(OB2) and fitness(OB3) lie between 0 and 1. In 
addition, we also have proposed the fitness(H) function (Equation 4) which is used to 
evaluate a HOM whether it is harder to kill than its constituent FOMs or not. If the 
number of TCs that can kill HOM is smaller than the number of TCs that can kill its 
FOMs, HOM is called harder to kill than its constituent FOMs. 

3 Experiment planning and execution 

The aim of our experiment was to answer the research question: How to combine 
FOMs to create hard to kill HOMs (well suited to evaluate the quality of test cases 
and drive their development)? 

3.1 Supporting tool 

We use Judy tool [17, 7] to conduct the empirical studies. Judy 
(http://www.mutationtesting.org/) is a mutation testing tool for Java programs. It sup-
ports large set of mutation operators, as well as HOM generation, HOM execution and 
mutation analysis. 

3.2 Multi-objective optimization algorithms 

NSGA-II is the second version of the Non-dominated Sorting Genetic Algorithm that 
was proposed by Deb et al. [18] for solving non-convex and non-smooth single and 
multi-objective optimization problems. Its main features are: it uses an elitist princi-
ple; it emphasizes non-dominated solutions; and it uses an explicit diversity preserv-
ing mechanism. NSGA-III is the extension of NSGA-II which is based on the supply 
of a set of reference points and demonstrated its working in 3 to 15-objective optimi-
zation problems [19]. The εMOEA (eMOEA) is a steady state multi-objective evolu-
tionary algorithm that co-evolves both an evolutionary algorithm population and an 
archive population by randomly mating individuals from the population and the ar-
chive to generate new solutions [20, 21]. 
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3.3 Projects under test (PUT) 

In our empirical study we use five real-world, open source projects (see Table 1) 
which were downloaded from the SourceForge website (http://sourceforge.net). Table 
1 shows the projects selected for the experiment along with their number of classes 
(NOC), lines of code (LOC) and number of given test cases (#TCs). 

Table 1. Projects under test 

Project NOC LOC #TCs 
BeanBin 72 5925 68 
Barbecue 57 23996 190 
JWBF 51 13572 305 
CommonsChain 1.2 103 13410 17 
CommonsValidiator 1.4.1 144 25422 66 
 

3.4 Experimental procedure 

For each project under test, we ran the process, which was described in following 
experimental procedure, 5 times. HOMs were generated in three ways. Firstly, HOMs 
were created by combining FOMs from the set of all generated FOMs. And second 
one, delete first live FOMs from set of generated FOMs, then create HOMs by com-
bining FOMs from the set of killed FOMs. And the last, first delete all of easy to kill 
FOMs, which were killed by all of given TCs, from set of generated FOMs, then cre-
ate HOMs by combining FOMs from the set of not-easy-to-kill FOMs Then we calcu-
lated the average value of each program for each algorithm. We set out the experi-
mental procedure as follows: 

for each software under test do 
Generate all possible FOMs by applying the set of Judy 
mutation operators 
Count and save MSI of first order mutation testing 
Set objectives and fitness functions 
 for each multi-objective optimization algorithm do 
  - set populationSize =100 
  - set maxMutationOrder =15 
  - from set of all FOMs, generate and evaluate HOMs, 
guided by objectives and fitness functions 
  - count and save MSI of higher order mutation testing 
  - delete the live FOMs from set of all generated FOMs 
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  - from set of remaining-FOMs, generate and evaluate 
HOMs, guided by objectives and fitness functions 
  - count and save MSI of higher order mutation testing 
  - delete the easy-to-kill FOMs from set of all gener-
ated FOMs 
  - from set of remaining-FOMs, generate and evaluate 
HOMs, guided by objectives and fitness functions 
  - count and save MSI of higher order mutation testing 
 
 end 
end 

4 Results and analysis 

Results were shown in Table 2. FOMT is implementation of first order mutation test-
ing. HOMT1 is the implementation of higher order mutation testing where HOMs are 
generated on a basis of all FOMs. HOMT2 is the implementation of higher order mu-
tation testing where HOMs are generated on a basis of killed FOMs. HOMT3 is the 
implementation of higher order mutation testing where HOMs are generated on a 
basis of not-easy-to-kill FOMs. 

Table 2. The mean value of MSI for each project under test (%) 

Project Under  
Test (PUT) 

 
Strategy 

Barbecue BeanBin Commons 
Chain 

Commons 
Validator JWBF 

FOMT 15.79 15.11 42.65 47.10 12.96 

HOMT 
1 

NSGAII 70.59 36.32 89.92 92.41 94.54 
NSGAIII 69.67 43.04 84.38 92.31 91.30 
eMOEA 69.19 41.04 87.55 93.15 91.20 

HOMT 
2 

NSGAII 100 100 100 100 100 
NSGAIII 100 100 100 100 100 
eMOEA 96.15 100 100 99.31 100 

HOMT 
3 

NSGAII 64.01 62.11 40.12 83.93 77.78 
NSGAIII 54.23 59.23 50.28 86.05 80.00 
eMOEA 73.59 69.42 49.67 87.76 90.91 

 
The results presented in Table 2 indicate that the given sets of TCs of PUTs have 

lower MSI in first order mutation testing. It means that there are many live FOMs and 
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the given sets of TCs are not good enough to detect the difference between original 
program and their mutants and, therefore, need to be improved following the results 
of mutation analysis based on the FOMT strategy. The numbers of live FOMs makes 
up from 52% to 87% of generated mutants. Only a small number of FOMs were killed 
by the given sets of TCs. In the case of live FOMs, we have to check whether the live 
FOMs are equivalent mutants or not, but it often involves additional human effort. If 
mutants are not equivalent, developers or testers create new TCs and check whether 
they are able to kill live FOMs. If live FOMs are equivalent mutants, TCs, which can 
kill them, do not exist. 

The most striking result is that the HOMT2 strategy appeared to be useless as it 
gives a false impression that TCs are of high quality (MSI is equal or close to 100%) 
and the usefulness of HOMT2 is strongly limited, i.e., opportunities of test case im-
provement guided by results of HOMT2 mutation analysis are rare if any. Almost all 
of higher degree mutants, which were constructed by combining the killed FOMs, are 
also killed. This indicates that, combining first order killed mutants to create higher 
degree mutants is not a good way to evaluate and improve the quality of given set of 
test cases because the generated HOMs are easy to kill. 

The HOMT1 and HOMT3 strategies seem to be better and offer more opportunities 
to improve the quality of given set of test cases, as MSI (and the number of killed 
mutants) decreased in comparison to HOMT2.  

The experimental results indicated that, we should not use first order live mutants 
to create difficult (but possible) to kill higher order mutants. And using not-easy-to-
kill mutants to generate higher order mutants is a promising method, which could be 
applied to the area of higher order mutation testing to evaluate and improve the quali-
ty of given set of TCs. 

5 Threats to validity 

Equivalent mutants constitute a threat to validity because the ratio of equivalent 
mutants in each strategy is unknown, while the problem of detecting equivalence 
between two mutants is an undecidable problem [7]. Furthermore, using five selected 
projects under test (PUTs) may not be representative of all Java programs in general 
and therefore, the results of the study may not be generalizable to all Java programs. 
Additionally the number of evaluated strategies is limited and, we think that further 
investigations would allow proposing new strategies for generating difficult (but pos-
sible) to kill higher order mutants. Applying other multi-objective optimization algo-
rithms as well as the large PUTs is also needed to improve the obtained results.  
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6 Conclusions and future work 

We applied our objectives and fitness functions to multi-objective optimization algo-
rithms for constructing HOMs from the set of generated FOMs in three ways. In the 
first one, we used all of the FOMs, in the second one, we used the FOMs, which were 
killed by at least one TC, while in the third one, we used not-easy-to-kill FOMs. The 
results indicated that applying multi-objective optimization in the area of higher order 
mutation testing to generate HOMs could be an interesting complementary approach 
to FOMT, but the strategy of selecting FOMs to build HOMs is of great importance. 
The strategy one should absolutely avoid is to build HOMs on a basis of killed FOMs 
(i.e., HOMT2). The alternative strategies HOMT1 and HOMT3, where HOMs are 
built on a basis of all FOMs give better results. The obtained results suggest the direc-
tion of further investigation, which could be a strategy where HOMs are build, for 
example, on a basis of live FOMs and/or HOMs of lower degree. 

Applying multi-objective optimization algorithms to generate higher order mu-
tants is a promising way for overcoming the limitations of mutation testing [5, 22]. In 
our previous work [22], the results of our experiment indicated that our approach is 
able to reduce the generated HOMs compared with FOMs as well as is useful in con-
structing higher order mutants. In this paper, we shed additional light on usefulness of 
higher order mutation strategies to drive development of new, high quality test cases.  

In further research, we will investigate how process metrics  [24, 25], based on 
development of test cases, combined with product metrics [26], based on mutation 
testing, can improve software defect prediction models we build in collaboration with 
our industrial partners [27, 28].  
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